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Abstract.

We present a large quantity (∼ 13 000) of verification measurements (critical current

(Ic), n-value, hysteresis loss (Q), residual resistivity ratio (RRR), twist-pitch, diameter,

plating thickness and copper-non-copper ratio) and statistical analysis of internal tin

and bronze route Nb3Sn and Nb-Ti strands used in the ITER tokamak magnet system.

The Durham laboratory partnered the relevant manufacturer and each independently

processed-and-measured one of two short adjacent strands taken from the ends of

thousands of piece-lengths, typically several kilometres long. Processing included heat-

treatment of the Nb3Sn, which is an irreversible process (i.e. destructive of as-supplied

strands).

Here we show that when repeat processing-and-measurement of the same piece

of Nb3Sn strand is not possible, although the similarity between adjacent strands is

not known a priori, processing-and-measuring adjacent strands provides a proxy for

single lab (with repeat) measurements or round-robin measurements (i.e. without

processing). Processing-and-measuring adjacent strands provides limits for the errors

introduced by laboratories and for the variability of the piece-lengths, rather than

the specific values that round-robin measurements provide. This is because it is not

possible to distinguish whether unidentified sources of error come from the differences

between adjacent strands or from unidentified laboratory errors, such as from gas

impurities during heat-treatment or strand handling.

We categorise different types of processing-and-measurement: one type includes

Ic of bronze route Nb3Sn where the maximum lab errors are similar to the well-

known estimated lab errors that are found using, for example, the commercially

specified accuracy of the instruments. Furthermore, the possibility of unidentified

sources of random lab error is excluded, and both piece-length variability and lab

errors are specified - similar to round-robin measurements. In another type (e.g.

RRR or Q of internal tin Nb3Sn), larger than expected variances are measured and

unidentified sources of error operate. Categorising the different types of processing-

and-measurement helps identify routes for improvement.

Keywords : ITER, Magnets, Superconductors, Verification, Strand, Nb3Sn, Nb-Ti,

‡ Current address: CERN, Magnets, Superconductors and Cryostats Group, 1211 Geneva 23.



Verification strands of Nb3Sn and Nb-Ti for ITER 2

1 Introduction

The development of standardised measurements has been an integral part of the progress

of international science and commerce. However, choosing the best metrology for

measuring industrial materials is complex because one needs to optimise cost, accuracy

and resilience, which change depending on the quantity and properties of the materials

being measured, as well as the local environment. In the current (pre-commercial) phase

of large-scale commercial fusion programs, several competing organisations will require

reliable, large quantity measurements to be made by independent laboratories that also

protect conductor manufacturer know-how and commercial interests. Some university

groups are ideal candidates to take up such roles. Here we present results of thousands

of verification measurements made by strand manufacturers and Durham on pairs of

adjacent Nb3Sn strands ∼ 25 m in length, and adjacent Nb-Ti strands ∼ 5m in length,

that were cut from the ends of piece-lengths several km long. They were fabricated as

part of the European Union’s (EU) contribution to the ITER tokamak magnet system.

In Durham, over 5500 strands were received, ∼ 13 000 measurements made, and 21

reports delivered. While Durham began with the necessary expertise and experience

to make such measurements on small strand quantities [1], the combined size of the

contracts received, coupled with a need to meet delivery deadlines, required a rapid

and substantial up-scaling in equipment, personnel, training, strand and data handling,

and measurement methodologies. This work was subsequently extended to include

measurements of the critical current (Ic) on ∼ 1400 Nb3Sn witness samples, as well

as measurements on Nb-Ti strands intended for use in Poloidal Field (PF) Coil 6 [2] -

followed by a down-scaling back to original capacity.

Here, we outline our approach to our statistical analysis, by first comparing it with a

single lab that’s (only) measuring (i.e. not processing) the critical currents of a collection

of superconducting strands, or more specifically, piece-length ends. The variance of the

data (σ2
Lab 1 data) from the lab includes a contribution from both the strand variability

(σStrand variability) as well as the broadening from the random lab errors (σLab 1 errors)

introduced during the measurements where,

σ2
Lab 1 data = σ2

Strand variability + σ2
Lab 1 errors . (1)

In principle, one can estimate the random lab errors (for example from the commercially

specified inaccuracies of the instruments) and use Eq. 1 to find a value for the variability

of the strands. This approach, however, is limited by not knowing whether or not there

are unidentified sources of random lab error and is therefore, strictly, a lower bound.

Fortunately, these uncertainties can be eliminated by making repeat measurements

on one of the strands from the piece-length ends. The variance of these repeat data

(σ2
Lab 1R.data) is only dependent on the random lab errors where,

σ2
Lab 1R.data = σ2

Lab 1 errors , (2)
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and Eqs. 1 and 2 together provide measured values for both the lab errors and the

variability of the strands. If the measured value of σLab 1 errors is the same as the

estimated random lab errors, one can conclude that all the important sources of random

error in the measurements have been identified. If not, there are additional unidentified

sources of random lab error in the measurements. We also note that the information

repeat measurements bring, need not necessarily be obtained by the same lab, but is

also available in round-robin experiments. Even if we have just two labs measuring the

same collection of superconducting strands, we have for the second lab,

σ2
Lab 2 data = σ2

Strand variability + σ2
Lab 2 errors . (3)

The round-robin must be ’ideal’ in the sense that we assume no progressive damage

or changes in the strands due to, for instance, transport between the labs or strand

handling. In this case, the equation equivalent to Eq. 2 for the repeat measurements,

obtained from the sum of variances law, is

σ2
∆ = σ2

Lab 1 errors + σ2
Lab 2 errors , (4)

where σ2
∆ is the variance of the difference between the pairs of, say, Ic measurements

in the two labs on the same strands from the piece-length ends. Solving the three

equations 1, 3 and 4 again gives specific measured values for the three unknowns, the

strand variability and the two lab errors, without the need for estimates.

In this work, the processing-and-measurement at cryogenic temperatures of

each adjacent Nb3Sn strand necessarily includes an irreversible heat-treatment,

independently performed by each lab on their specific strand. These heat-treatments

introduce additional variation in the measured properties. Since each heat-treatment

cannot be repeated, repeat processing-and-measurement on the same piece of strand

or round-robin processing-and-measurement cannot be used. Despite this, and the

complexity that it is unknown a priori whether adjacent strands have similar properties,

here we extract the information analogous to that from repeat measurements from the

correlation in the data from the adjacent strands. We demonstrate that in general,

measuring-and-procesing adjacent strands give limits for the lab errors and the strand

variabilities, rather than the specific values found from round-robin measurements.

Nevertheless, for some types of processing-and-measurement, the adjacent strands are

identical, the upper and lower bound limits are the same, and as with round-robin

measurements, specific values of the random errors introduced by the participating

laboratories and the variability associated with the manufacture of the strands can be

specified/measured.

The next section describes the context for processing-and-measuring this large

quantity of strands. Sections 3 - 6 outline the experimental approach used to do

the processing and make the measurements in Durham. Sections 7 and 8 provide the

statistical framework, the large datasets and their analysis. In sections 9 and 10 we

discuss the different types of processing-and-measurement: those where the lab errors
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Table 1: ITER Organisation Domestic Agencies and their Reference Laboratories [6, 7]

Domestic Agency Reference Laboratory

ITER Organisation CERN [8]

EU (European Union) Durham University Superconductivity Group (DUSG) [9]

USA (United States of America) National High Magnetic Field Laboratory (NHMFL) [10]

China Insitute of Plasma Physics, Chinese Academy of Sciences (ASIPP) [11, 12]

Japan Japan Atomic Energy Agency (JAEA) [13]

Korea Korea Institute of Fusion Energy (KFE) (formerly NFRI) [14]

Russia Bochvar Research Institute of Inorganic Materials (VNIM) [15, 16]

and strand variablity are well characterised with uncertainties that are accurately known,

together with those where the sources of error and variability are unknown. The paper

concludes with some final comments and recommendations.

2 The European Union’s verification strand and witness sample process.

Prior to the commencement of ITER construction, worldwide production of Nb3Sn

strand was around 15 tonnes per year [3]. By 2012, ITER TF strand production alone

had risen to over 120 tonnes per year [4]. The European Union’s contribution [5] to the

poloidal field coils used 45 tonnes of Nb-Ti to produce ∼ 1/3 of PF6 (Figure 1). Six of

the seven worldwide domestic agencies (DA) responsible to the ITER Organisation (IO)

for superconducting strand, of which Fusion for Energy (F4E) was one, had their own

qualified reference laboratory (RL) [6]. In addition, IO had its own reference laboratory

(CERN) for periodic cross-checks, superconducting materials investigations, trials and

training. The worldwide DA’s and RL’s are listed in Table 1.

2.1 Internal tin (IT) and bronze route (BR) Nb3Sn strands - TF coils

Initially, 100% of both the internal tin (IT) and bronze route (BR) Nb3Sn adjacent

strands from the ends of piece-lengths were selected for processing-and-measurement

(Table 2), reducing to 50% and then 25% in accordance with the ITER Organisation

procurement agreement. If the Durham results did not agree with the manufacturer’s,

further testing at Durham and/or another laboratory (e.g. CERN) was conducted. We

note that there were several cross-checks made at CERN, and throughout all campaigns,

no significantly different results to those obtained at Durham were found.

2.2 Nb-Ti strands for PF coil 6

The verification processing-and-measurement for the Nb-Ti strands was similar to that of

the Nb3Sn strands (Table 2), but there was no heat-treatment and an additional nickel-

plating adhesion measurement (not reported here) was included. Durham received, in

one deliverable, 323 lots of 5m long Nb-Ti strands and completed 2571 measurements

(Table 3).
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Figure 1: Strand architecture for a○ bronze route (BR) Nb3Sn [17], b○ internal tin (IT)

Nb3Sn [17] and c○ Nb-Ti strand types [18]. The quantity and average diameters of the

filaments are shown. The designations for the BR, IT and Nb-Ti strands were 01EE, 01EX

and 11EC respectively.

2.3 Nb3Sn Witness samples

The European Union’s domestic agency (EUDA) was responsible for heat-treating (and

fabricating) seven Nb3Sn double pancakes (five regular and two side) for each of 10

TF coils in an exceptionally large furnace at ASG, Italy [5] - there are 18 TF coils in

the final tokamak. Rather than rely entirely on thermometry located throughout the

furnace to monitor temperature stability and homogeneity, it was decided that some

strands that were representative of those included in the double pancakes would be cut

from the relevant 25 m lengths and placed around each double pancake during each
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Table 2: ITER specification values for the toroidal field coil Nb3Sn and poloidal field coil

Nb-Ti strands [5]. RRR: Residual Resistivity Ratio. For room temperature measurements,

values in round brackets are the allowed range for the last digit. Plating thickness specification

is between 1 µm and 2 µm.

Both BR and IT Nb3Sn Nb-Ti

Conditions Specification values Conditions Specification values

————————————————————Cryogenic measurements————————————————————

Critical current 4.22K, 12.0T [10µVm−1] >190A 4.22K, 6.4T [10µVm−1] >306A

n-value 10 µVm−1 to 100 µVm−1 >20 10 µVm−1 to 100 µVm−1 >20

RRR 273K and 20K >100 at 273K and 10K >100

Hysteresis losses 4.22K and ±3T <500mJ cm−3 4.22K and ±1.5T <55mJ cm−3

—————————————————– Room temperature measurements –—————————————————

Cu to non-Cu ratio 1.0± 0.1 1.55 to 1.75

Diameter (0.820± 0.005)mm (0.730± 0.005)mm

Twist pitch (15± 2)mm (15± 2)mm

Plating thickness Chromium 2,+0− 1 µm Nickel 2,+0− 1 µm

Table 3: Deliverable, strand, sample and measurement numbers: European Union Domestic

Agency (EUDA) Nb3Sn Internal Tin (IT) and Bronze Route (BR) Verification strands;

Witness samples for the European Union (EU), United States of America (USA), China (CN)

and Russia (RF) and Nb-Ti strands for Poloidal Field Coil 6. Critical current data obtained

at three magnetic fields on one strand is considered one measurement.

EUDA Nb3Sn Verification strands DA Nb3Sn Witness samples

Nb-Ti TOTALS

IT BR TOTAL EU USA CN RF TOTAL

Deliverables received 17 17 34 1 1 1 1 4 1 39

Strands/samples received 2936 1041 3977 534 222 162 474 1392 323 5692

Heat-treatments in Durham 54 35 89 0 0 0 0 0 0 89

Original measurements made 6491 2454 8945 234 90 66 198 588 2571 12104

Additional measurements 651 63 714 0 0 0 0 0 0 714

Total strands/samples received 5692

Total measurements made 12818

heat-treatment to serve as witness samples. On receipt of the reacted samples back in

Durham, about one third were selected for Ic measurements by the respective DA, as

shown in Table 3, and the data compared against the original 25 m verification strand

results to assess the heat-treatment quality. We note that all Ic values were sufficiently

high and there was no evidence of heat-treatment problems during the witness samples

campaign.
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3 Nb3Sn strand processing

3.1 Strand identification

Durham’s strand preparation procedures met the requirements outlined in the F4E

Technical Proposal [19]. On arrival, all strands were allocated unique four-digit Durham

Reference numbers that were used to track the strands throughout their processing,

measurement, reporting and storage. After the Ic barrels were manufactured, they

were each engraved with a unique four-digit reference number allowing definitive strand

identification. All personnel with access to the strands and barrels followed a strict code

of practice that ensured strands could not be accidentally exchanged.

3.2 Furnaces and heat-treatment

Durham commissioned a suite of ten three-zone tube furnaces capable of continuous

heat-treatments up to 1150 ◦C that were backed-up by an electrical generator. Each

furnace was dedicated to a particular type of measurement; three (high purity furnaces)

were allocated to residual resistivity ratio (RRR) strands, one for oxidisation of the

titanium-alloy part of the critical current barrels and six to critical current (Ic) and

hysteresis loss (Q) strands. Typically, 30% were sequentially removed from service to

conduct thermal rebalancing, thermocouple cross-checks and/or seal replacements. For

RRR heat-treatments, where the highest purity environment was required, a Kanthal

[20] (an iron-chromium-aluminium alloy) tube 1500mm long and 90mm diameter was

used. The Kanthal allowed a stainless steel knife-edge sealing flange (used with a copper

sealing ring) to be welded to one end of the tube while the other end was welded closed

with a stainless-steel plate. Supelco Super Clean gas filters [21] were fitted to all gas

inlets and an argon gas purity of six nines used. All exhaust outlets were fitted with

bubblers and inline one-way valves to stop backflow into the furnaces. For each heat-

treatment, zirconium foil was placed at both ends of the furnace tube to provide oxygen

gettering [22]. In addition to the furnace manufacturer’s control thermometry in the

heating elements, Durham used three extra Type-N, Class 1, thermocouples (tolerance:

−4.0 to +375 ◦C: ±1.5 ◦C; 375 to +1000 ◦C: ±0.4%). One thermocouple was fitted

in the central 600mm region of the sample space and one in each of the outer heating

zones. All thermocouples were continuously monitored throughout each heat-treatment.

Additional thermocouples were purchased in batches and quality checked before use -

for example, among a single group of six thermocouples, they would all be typically

within 0.5 ◦C of each other at 395 ◦C. However, sometimes one would be an outlier at,

say, ±2 ◦C and would be discarded. Temperature homogeneity of ±2 ◦C over the central

600mm region of each furnace was improved by using alumina baffles at the ends of each

furnace tube and surrounding the heat-treatment rigs with 600mm long copper tubes.

Each heating zone was kept within ±2 ◦C of the setpoint with a stability of ∼±0.2 ◦C.

After the furnaces were loaded with strands, they were pumped and flushed at least

three times with argon gas. The heat-treatment schedule was specified by F4E [23–
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Figure 2: The Durham Ic barrel and heat-treatment rig; a○ disassembled view, b○ assembled

view and c○ fully occupied heat-treatment rig. The heat-treatment rig also held hysteresis

loss coils.

25]. The bronze route Nb3Sn schedule contained two temperature plateaus of 595 ◦C

(for 160 h) and 620 ◦C (for 320 h) while the internal tin Nb3Sn schedule contained five

temperature plateaus of 210 ◦C (for 50 h), 340 ◦C (for 25 h), 450 ◦C (for 25 h), 575 ◦C

(for 100 h) and 650 ◦C (for 100 h). All ramp rates were at 5 ◦ h−1. After the final plateau

the temperature was decreased to 500 ◦C at which point the heaters were switched off

and the furnace allowed to cool at a rate determined by ambient conditions.

3.3 Barrels and strand preparation

For the Ic measurements, Durham used bespoke ITER-type barrels (Figure 2) [26]

where the end rings were adapted so they screwed onto the central titanium-alloy

barrel and were locked in place with grub screws (reducing motion between the copper

and titanium-alloy parts). Strand support was provided by a continuous groove over

the entire length of the assembled barrel. After cleaning a manufactured barrel, the

titanium-alloy part (alone) was oxidised in air at 300 ◦C for around 3 h to form a

lubricated surface layer that inhibited strands from sticking to the barrels during heat-

treatment.

Each strand had its chromium plating removed from the region over which it would

be in contact with the copper end rings, either mechanically or by acid etching. It was

then wound onto a barrel with a winding tension of 1 kg force (kgf) and fixed in place

with screws at each end. For the internal tin Nb3Sn strands the length of each strand
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was extended beyond the screws by 30mm so the ends could be crimped, impeding tin

outflow during heat-treatment (Figure 2). After heat-treatment, the crimped ends were

removed.

In preliminary RRR experiments, strands were reacted in flowing argon and

produced RRR values that were artificially low. Changes were made following

discussions with CERN: For each RRR measurement, each length of strand ∼ 220mm

long was cleaned and placed inside protective quartz tubes (∼ 4mm outside diameter

(OD) by ∼ 1.5mm inside diameter (ID) by 200mm long). The close-fitting quartz tubes

provided a barrier to the very low levels of oxygen in the flowing argon gas and produced

visibly shinier strands [27]. After heat-treatment, a ∼ 19mm length was cut from the

centre of each 200mm strand and two small strips of chromium plating, ∼ 7mm apart,

were delicately removed using fine grit Emery paper and voltage tap wires soldered in

place using Pb-Sn solder.

For the hysteresis loss measurements, a 250mm length of strand was wound onto

a titanium-alloy rod to form a tight, supported, helical coil of approximately 60 turns

with an outside diameter of ∼ 5.7mm. The ends of the coil were threaded through

holes in the titanium-alloy rod to maintain the coil’s shape during heat-treatment and

were also crimped to impede tin leakage. The coils were then mounted alongside their

corresponding Ic strands on the heat-treatment rig. After heat-treatment, the central

9 turns of each coil were cut from the 60 turn strands and their dimensions and mass

(using a Mettler Toledo balance capable of measuring up to 81.0 g to within ±0.005mg)

were measured. Usually, loss data are given per unit volume of superconductor. Here,

we provide the loss per unit volume of the post-heat-treated strand (cf. Section 5.3).

4 Bespoke Critical Current Equipment

The activities associated with the processing and Ic measurements on the Nb3Sn strands

at 4.2 K were most of the work, both in terms of manpower and cost. Some important

details of the equipment used to make the measurements are provided in this section.

4.1 External circuitry

A Power Ten 2000A power supply was used to drive a linearly increasing current through

a strand during an Ic measurement [28]. The output current of the Power Ten was

measured using a Deltec standard shunt, calibrated to an uncertainty of ±0.04% - in

this paper we have taken commercial calibration uncertainties to be 1 sigma. The voltage

across the superconductor was amplified using EM Electronics DC nanovolt amplifiers

(with 50k gains known to within ±0.08%). These amplifiers can make very low noise

measurements, down to Johnson noise levels of a few nanovolts, associated with the

resistance of the voltage tap leads. The amplifiers were connected to Keithley voltmeters

capable of measuring to within 0.004% of their input voltage and the experiment was

controlled using a PC running a bespoke LabView data acquisition program.
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4.2 Mounting strands on Ic-probes

After heat-treating the Nb3Sn strands they were soldered to the copper end rings of their

barrels using a hot-plate, a hot-air-gun and a soldering iron. During the initial phase

of Ic measurements we found that the strands often quenched at relatively low electric

fields. We associated this premature quenching with damage to the strand across the

titanium-alloy barrel and copper end ring interface, possibly caused by the differential

thermal contraction of the components of the strand and the barrel and the possibility

of some strands sticking to the barrels during heat-treatment. Thereafter, we routinely

soldered six short strap lengths (∼ 15mm) of HTS tape (SuperPower SCS4050) across

adjacent strand turns, bridging the copper-titanium interface around the circumference

of each barrel. This increased the maximum electric field reached during measurements.

Typically, three barrels were mounted together in series onto one of the Durham Ic–

probes, making a continuous electrical path through all three. The barrels were clamped

together on the probe, forming solder-free push-fit copper-to-copper electrical contacts

of cross sectional area (CSA) ∼ 350mm2. Voltage tap wires were then soldered to each

strand and non-inductively wound around the barrel, parallel to the length of the strand,

to the point at which all three taps met [29, p 289]. They were then twisted to form a

twisted-triplet of wires that were connected to the probe’s voltage lead-throughs. The

tap network consisted of two 250mm series taps in parallel with one 500mm tap. The

voltages generated across different combinations of these three wires determined which

of the three taps was measured. After the top strand had been measured, the probe

was lifted in the magnet to position the next adjacent strand in field-centre. Up to 36

strands per week, with a team of two (and sometimes three) personnel, were regularly

measured with a maximum (short term) capacity of 60 being possible in exceptional

circumstances. Inevitably, a very small number of strands proved difficult to measure,

which meant that none of the other strands on the probe could be measured. However,

this was sufficiently unusual to ensure measuring three strands in series at a time was

the more efficient choice.

Because the Nb-Ti strands are ductile and needed no heat-treatment, we designed a

dedicated probe that allowed three strands to be wound directly onto it. The mounting

procedure was similar to winding a strand onto a barrel except the lengths of the strand

in contact with the copper rings (with nickel plating removed) were not soldered, but

instead, clamped in place.

4.3 Temperature control and helium constraints

Large bubblers, fabricated in-house, were connected to the magnet Dewar with large-

bore vacuum piping to keep the helium bath close to atmospheric pressure. They

replaced mechanical one-way relief valves that were prone to sticking. Atmospheric

pressure data were obtained from a publicly accessible local weather station [30] to

determine the difference in helium bath temperature from 4.22K each day [28].

During the contract Durham and many other laboratories were hit by a global
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liquid helium shortage. Our supplier reduced helium deliveries to 80% of our previous

year’s average monthly usage [31, 32], which threatened our delivery schedule. Following

detailed calculations [32] we reduced the cross-sectional areas of the current leads by

∼ 44% and ran the probes hot, successfully reducing the helium usage per strand by

over 20%.

4.4 Magnetic field

Durham used its 15T vertical magnet to make all in-field Ic measurements. It has a

40mm bore diameter and is homogeneous to 10−3 over a 10mm diameter sphere volume.

The field profile of the magnet was checked using an NMR calibrated Hall sensor. Small

field-dependent corrections were applied to adjust for the strand being radially displaced

within the magnet bore (i.e. at the radius of the barrel, ∼ 16mm). For example, when

the magnetic field in the centre of the magnet bore was set to 11.968 T, along the length

of the strand, the average field was 12 T and the variation in field ± 12 mT.

5 Cryogenic measurements, cross-checks and estimated

errors/uncertainties

In this section and the next, we provide estimates for the standard deviation, normalised

by the Durham mean value (x̄Dur,Raw), of both the random (σ̃Est,Rand) and systematic

(σ̃Est, Syst) lab errors introduced during the processing-and-measurement in Durham.

5.1 Critical current (Ic) and index of transition (n-value) at 4.2 K

For Nb3Sn strands, Ic (and n-value) measurements at 4.22K in three applied magnetic

fields, 12.5, 12.0 and 11.5T were required. Before the start of each measurement

sequence, the field was lowered to 10T and the relevant strand centred. For Nb-Ti,

the field values were 7.0, 6.4 and 6.0T. For both materials, the field was set to 0.5T

above the highest required field and the measurements were then made from high field

to low field. Each Ic measurement took ∼ 2min.

We investigated several sources of error: In preliminary experiments, we measured

fifteen different IT Nb3Sn strands that were then warmed to room temperature, and then

repeat measurements made to investigate the effect of thermal cycling. An increase

in the average Ic of 0.6% was observed in the repeat measurement data. Such an

increase has been reported before by Goodrich et al. who found thermally cycling

strands increased Ic by up to 1% at 12T [33], which is most likely caused by strain

relaxation of the filaments. We also measured groups of three strands in different

positions on the probes and found, consistent with the strands being well supported

by the barrels and in direct contact with the liquid helium, no evidence for damage,

heating, or cross-talk between them, except in exceptional circumstances when there was

a very marked increase in helium boil-off associated with one of the strands quenching.

We also investigated to what degree the uniformity of the temperature in the furnaces
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introduced random errors during the heat-treatments. We found that a change from

650 ◦C by 2.6 ◦C in the final heat-treatment temperature, which is the tolerance of the

thermocouples at that temperature, led to a change in Ic of the IT strands of ∼ 1%; Data

collected over a two-year period showed that in Durham fluctuations in ambient pressure

produced variations in the helium bath temperature equivalent to an uncertainty of 0.3%

in Ic for both internal tin and bronze route Nb3Sn so no temperature corrections were

made. For Nb-Ti, Durham applied a helium bath temperature correction to account for

deviations away from 4.2K in accordance with the F4E technical document [34]. Typical

corrections were ∼ 10mK, equivalent to ∼ 0.2% in Ic; The instrumental uncertainty in

Durham’s Ic measurements is estimated to be small, ∼ 0.1%.

Our best estimate of the random errors introduced by processing-and-measurement

of Ic are ∼ 1.5% and ∼ 1.0% for the Nb3Sn and Nb-Ti strands, respectively. The

equivalent systematic errors are estimated to be ∼ 1.5% and ∼ 0.5%. Equally, the

empirical relation between Ic and n-value can be written in the form

dn

n
/
dIc
Ic

≈ s , (5)

where s ≈ 0.4 [35]. However, we estimate the random errors for the n-value data to

be larger than those of Ic, ∼ 2.0% and ∼ 1.5% for the Nb3Sn and Nb-Ti strands and

equivalent systematic values to be ∼ 1.5% and ∼ 0.5%, as shown in Tables 4 to 7. The

uncertainties in Ic are dominated by variations in the homogeneity of the furnaces, but

the n-values have additional contributions from the (non-zero) base-line and non-power

law behaviour in the I-V characteristics, symptomatic of filament damage and thermal

voltages [28]. Although the sensitivity of brittle Nb3Sn to handling may contribute to

the total uncertainty, since we have no good way to quantify the random and systematic

errors that result, we simply note that great care was taken with handling the strands

and that there is no contribution from damage to the strands from handling that is

specifically included in our estimated errors. Some scanning electron microscopy (SEM)

suggests that the internal tin architecture is substantially more susceptible to crack

formation than the bronze route architecture [36]. Similarly, the purity of the gas

environment and rupture of the Ta diffusion barrier during heat-treatment are also an

unquantified possible source of error. The approach in this paper is to set the lab errors

associated with handling and barrier rupture to zero, and consider them as candidate

unidentified errors in any of the random or systematic lab errors. Similarly, we set all

the systematic lab errors associated with gas purity, that can lead to differences in the

averages between the two labs in any of the cryogenic data (n.b. we do not know the

final gas purity during the heat-treatment in either Durham or the manufacturer’s lab),

to be zero. For the random errors, however, we made measurements of the average of

several strands reacted in high purity and low purity gas environments to estimate and

include the effects of gas purity on the RRR and Q measurements in Durham, but have

not explicitly included a random error associated with gas purity for Ic or n-value (or

any of the room temperature measurements) where the effects of gas purity are expected
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to be negligible.

5.2 Residual resistivity ratio, RRR

The Durham RRR probes held ten strands (nine verification strands and one Nb-Ti

“standard” strand that remained on the probe to measure reliability). A commercially

calibrated CERNOX thermometer was also attached to the strand platform to improve

temperature accuracy and the base of the platform was fitted with a blank PPMS

puck to allow good, direct, thermal contact to the Quantum Design Physical Property

Measurement System (PPMS) that was used for temperature control. At 273K, a typical

offset between the control and calibrated thermometry was −1K. The offsets for Nb3Sn

(at 20K) and for Nb-Ti (at 10K) were between −2.3K to −1.5K depending on which

probe was being used. High precision circuitry, external to the PPMS, was used to

make the RRR measurements, including a calibrated Keithley current source and 10

EM Electronics nanoamplifiers. The measurement sequence comprised of driving 100

stepped polarity-reversed currents (to cancel thermal voltages) in the range 0 to 100mA

through all ten RRR strands while measuring the voltage response of each. A suite of

six RRR probes gave a measurement capacity of ∼ 135 strands per week.

In initial experiments, ten strands were sequentially measured in different positions

(and different sides) on the sample platform and found to vary by less than 0.5%.

Consistent with this result, we find the error associated with the RRR measurements

to be small: The main sources of random error are temperature setpoint accuracy,

stability, and uniformity of temperature along the strand platform. We measured the

temperature dependence of the resistivity of the strands (predominantly the copper) at

273K to be ∼ 0.4%K−1 and that at 20K to be ∼ 2.8%K−1[29, p 242]. The uncertainty

in the temperature setpoint of the PPMS at 273K was 0.04% and at 20K was 0.4%,

which leads to random errors in RRR of ∼ 0.2%. We estimate the systematic errors

from the instrumental uncertainties to be 0.5%.

In a blind cross-check between Durham, the manufacturer, CERN, and another

laboratory, ten IT strands were simultaneously heat-treated by CERN and then split

and measured by Durham and the other laboratory. The measurement results were

similar to each other to within ∼ 1%. However, the average RRR of the strands heat-

treated by Durham was 7% higher than those heat-treated at CERN and 8% lower

than those heat-treated by the manufacturer. This confirms that most of the lab errors

in RRR are associated with the gas purity (and/or gas type) and the uniformity of the

temperature during the heat-treatment. During this work it was demonstrated that

heat-treating in nitrogen produces a systematic increase in RRR of ∼ 25%, probably

caused by nitrogen bonding to electronic scattering sites in the copper [37]. Following

discussions with CERN we placed all strands inside small protective quartz tubes which

increased RRR. All RRR measurements reported in this paper are for Nb3Sn strands

placed in small quartz tubes and heat-treated in high purity argon.

We conclude that for Nb3Sn, the differences in RRR observed between partner labs
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were predominantly associated with different heat-treatment gas purity and that its

effect is different for bronze route and internal tin strands. Using high purity argon gas

in both labs reduced the differences, but it is clear that direct measurement and control

of the gas impurity concentrations would further reduce random and systematic errors in

our data (also for RRR and Q losses as discussed below). Such improvements have to be

weighed against increased cost and technical requirement to check the strand/magnet

performance is not too sensitive to heat-treatment conditions. For the strands heat-

treated in Durham, we estimate the RRR random lab error to be ∼ 2% and the

systematic error to be ∼ 1.0%, while recognising that in the latter case, gas purity

is not quantified and may lead to systematic differences between the two labs. For

the Nb-Ti strands where there is no heat-treatment, we estimate both the random and

systematic errors to be ∼ 1.0%.

5.3 Hysteresis loss, Q

The reacted 9 turn Nb3Sn and Nb-Ti coils were inserted into straws and measured

at 4.22K in the field range ±3T and ±1.5T, respectively. The applied field was

swept at a rate of 4mT s−1. The losses per unit volume were calculated using a mass

measurement of the strand and the post-heat-treated density of the Nb3Sn strands.

Twelve 240mm long straight strands were measured before and after heat-treatment.

The change in average elongation was found to be small: ±0.3%. The internal tin

strand diameters increased by (1.3± 0.2)% whereas the bronze route strands increased

by just (0.4±0.1)%. These corrections follow from the elemental niobium and tin being

converted into Nb3Sn and voids (Kirkendall voids [38–41]) during the heat-treatment.

Our 9T PPMS was used in Dc-extraction mode to make the hysteresis loss measurements

(where the sample is slowly moved between pick-up coils rather than oscillated [42, 43]),

and periodically calibrated using a 3.1mm diameter by 3.9mm long standard cylindrical

block of palladium.

Several cross-checks were conducted: Five successive losses measurements were

made on a strand cut down from thirteen turns to nine and an increase of 3% found,

consistent with finite-sized pick-up coils [44]. A batch of ten strands was prepared

and heat-treated by Durham and another set of ten strands, from the same batch,

prepared and heat-treated by the manufacturer. Both sets of heat-treated strands were

then measured by Durham and NIST (National Institute of Standards and Technology,

USA). The difference in the mean values of the measurement results (alone) for each

strand batch was 3% and 4% respectively. Durham also sent one heat-treated strand

coil to another lab for re-measurement and the results agreed with Durham’s to within

1.8%. We also checked whether the purity of gas in the furnaces affected the loss

measurements by heat-treating twelve IT strands in one of the high-purity (RRR)

furnaces and comparing them to strands heat-treated alongside the Ic strands in one of

the lower purity furnaces. An average reduction of ∼ 4% was observed in those strands

heat-treated in the higher purity furnace. As with the RRR measurements, we conclude
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that the loss measurements are sensitive to the processing gas purity. Given that the

IT strand losses are affected by gas purity, which suggests that gas purity can affect the

superconducting material inside the Ta diffusion barrier, it opens the possibility that

gas purity also may affect the Ic and n-value data. There are several other sources of

random and systematic error in the hysteresis loss measurements but they are relatively

small, associated with the accuracy and stability of the setpoint temperature (∼ 2mK)

and the dB⁄dt inductive contribution.

We expect the main sources of random lab errors for the Nb3Sn strands to come

from furnace inhomogeneity and variation in gas purity and to be ∼ 2%. For the Nb-

Ti strands, we expect the random error to be about 0.5%, predominantly associated

with the strand centring and the measurement error of the physical size of the strand.

Although there is the uncertainty in the Nb3Sn strand density of ∼ 0.5%, the difference

in physical size of the strands and the standard palladium sample used to calibrate

the equipment is expected to give the largest systematic error contribution, estimated

to be ∼ 2% for both Nb3Sn and Nb-Ti. However, we also note that as with the

RRR measurements, we expect additional systematic differences in the losses between

Durham and manufacturer, associated with different gas purity in the two labs during

the respective heat-treatments.

6 Room temperature measurements and estimated errors

Strands were cleaned with isopropanol prior to all room temperature measurements.

6.1 Copper to non-copper ratio, CnC

For the Nb3Sn strands, scanning electron microscope images of strand cross-section were

obtained using Durham’s Hitachi SU-70 FEG, measuring up to 36 strands at a time.

Images were analysed in Adobe Photoshop and the cross-sectional areas occupied by the

copper and the non-copper regions were measured. The dominant random errors are

associated with the SEM image resolution and working within Photoshop. We estimate

both the random and systematic errors to be ∼ 1%.

For Nb-Ti strands, a 30 to 40mm length was cut and the average of four mass

measurements taken. The strand was then fully etched in 30 % nitric acid until only

loose Nb-Ti filaments remained. The filaments were then removed from the acid and

allowed to air dry. After drying, their combined mass was measured, and the copper to

non-copper ratio calculated using the length of the strand, the diameter of the strand,

the change in the mass of the strand after etching and the density of copper. We did not

include the small correction from the mass of the nickel plating. In initial small quantity

experiments, 24 adjacent strands were measured in Durham and another lab and good

agreement to ≤ 1% was found. We estimate the Durham random and systematic errors

to be ∼ 0.1%.



Verification strands of Nb3Sn and Nb-Ti for ITER 16

6.2 Strand twist pitch, TP

For Nb3Sn strands, the central 30mm region of a ∼ 100mm strand length was etched

down to the tantalum barrier using 30 % nitric acid for ∼15 min revealing striations

caused by the underlying filament bundles. For Nb-Ti, a short length of strand was

submerged in 30% nitric acid for a few minutes to expose the underlying filaments. The

etching was stopped after the filaments at the surface were exposed, retaining enough

copper matrix to maintain both the structural integrity of the pre-etched strand and

the twist pitch of the filaments. Then the etched strands were photographed using a

fourteen megapixel digital camera (with×10 magnification), and were analysed in Adobe

Photoshop. The twist pitch was calculated using the etched strand’s diameter, and the

angle that the filaments made with the axis of the strand. ITER’s acceptance criteria

(Table 2) specified that the twist pitch only had to be measured to an uncertainty of

13%. We estimate the random errors in our measurements to be ∼ 8% and have taken

the confidence level of the random error from measuring the 116 strands (i.e. 8%/
√
116)

as a rough upper bound estimate for our systematic error, ∼ 1%. During the contract

period, Durham found two twist-pitch outliers: two strands had a twist pitch half that

of the specified value as a result of being twisted twice during manufacture. They were

rejected for use in the TF coils and not included in our analysis.

6.3 Strand diameter, SD

The diameter of the Nb3Sn and Nb-Ti strands were both measured using a Scantron

Dual-axis Laser Micrometer. An average of ten circumferential measurements at four

different locations along a strand length was obtained. The Laser micrometer can

measure wire diameters in the range 0.03 to 3.0mm, with a resolution of 0.01 µm. In

initial small quantity experiments on 12 strands, Durham and a third lab found excellent

agreement to ≤ 0.2%. The estimated Durham random error is ∼ 0.1%. The calibration

of the micrometer was periodically checked using four stainless steel precision gauges [45]

with diameters in the range 0.800 to 0.830mm (each with tolerance +0.001mm). These

gauges were stored in a dry inert atmosphere to maintain diameter/surface quality. We

estimate the systematic error in Durham to be ∼ 0.1%.

6.4 Plating thickness, PT

In preliminary experiments on the chromium-plated Nb3Sn strands, we used our

scanning electron microscope facility to measure the average plating thickness PT at six

locations around the circumference of each strand, separated by 60 degrees. Strands first

had to be electroplated with copper to maintain the integrity of the chromium plating

during strand preparation (polishing). This method was machine and labour intensive.

Subsequently (for the vast majority of measurements), we used a mass measurement

approach. We first cleaned 1000mm long strands with acetone to remove any surface

grease/dirt. The mass of each strand was then measured four times and an average



Verification strands of Nb3Sn and Nb-Ti for ITER 17

taken. The chromium plating was then acid etched away with dilute hydrochloric

acid (37%) for a few minutes and another mass measurement made. The plating

thickness was then calculated from the change in mass, the average strand diameter

(with chromium), the strand length and the known density of chromium and the

associated errors added in quadrature to give a random error of 0.1%. A small quantity

comparison between twelve pairs of adjacent strands measured in Durham and elsewhere

gave a difference of 8%. Our estimated systematic error is ∼ 0.1%, predominantly

associated with an uncertainty in the density of the plated chromium.

For the Nb-Ti strands, a ∼ 60mm strand length was placed in a commercially

available Fischer Instrumentation CM2 Couloscope using electrolyte type F6. The

equipment used an electrical current driven deplating electrolysis process, measuring

40mm of a 60mm length of strand. The nickel plating thickness was calculated using

the manufacturer’s electrochemical parameter (the mass of a substance transported by

one Coulomb of charge), the deplating current, the current efficiency (determined during

manufacturer calibration of the equipment), the surface area of the strand, the known

density of nickel, and the deplating time [46]. We estimate that both the random and

systematic errors from the Couloscope measurements are ∼ 0.3%.

7 Statistical analysis of the IT Nb3Sn Ic and n-value data

7.1 Variables, terminology and analysis of raw measurements

In this section we focus on a subset of the Durham data shown in Table 4, namely

the Ic measurements at 12.0 T on the IT strands, as a way of systematically defining

the variables used in this paper/Table 4, and introducing the terminology for all the

measurements.

As discussed in sections 5 and 6, we estimate the standard deviation of both the

random (σ̃EstRand) and systematic [σ̃Est Syst] lab errors in Durham to be 1.5%, and the

dominant source of those errors to be variations in the heat-treatment (HT). The two

strand numbers given are those strands measured by Durham for which there were

corresponding manufacturer’s data available (i.e. 980), as well as the total number of

strands measured in Durham (i.e. 1065). The Ic dataset is a compilation of subsets of

data that belong to one of 17 strand deliverables shown in Figure 3 c○.

The average values of Ic (x̄Dur,Raw and x̄Man,Raw) were 275.7 A and 282.4 A for

Durham and the manufacturer. The systematic difference (∆x̄Raw) between the averages

of the Durham and manufacturer datasets is −2.4%, where for simplicity and clarity,

all data in this paper that are percentages carry a tilde in their variables to denote they

have been normalised by the Durham mean value (x̄Dur,Raw). This convention leads, for

example, to a normalised standard deviation (NSD) that is similar to the Coefficient of

Variation in that they are both dimensionless (CoV - defined as the ratio of the standard

deviation to the mean of each specific distribution [47]), but avoids any ambiguity about

which mean has been chosen for those variables that are derived using data from both
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labs (e.g. σ̃P.Lth,Raw and σ̃∆, Adj below), retains the simple form of the sum of variances

law (cf. Eqns. (8) and (9) below), and avoids the standard problem of very large values

of CoV occurring when the average of the distribution is zero or close to zero. In the

first block of data in Table 4, variables are derived from the raw data and have the

subscript ’Raw’. The raw Ic data from Figure 3 a○ have a NSD for each laboratory

(σ̃Dur,Raw and σ̃Man,Raw) given in Table 4 of 6.2% and 5.3% respectively. The two raw

datasets are replotted in Figure 4 a○ as histograms. In these histograms, those strands

that have Ic values greater than 300 A are identified, as well as the adjacent strand in

the equivalent manufacturer’s data. There is a strong correlation between the adjacent

strands, such that a strand with high Ic tends to have an adjacent strand with high Ic.

The NSD of the raw measurements from Durham (i.e. σ̃Dur,Raw) shown in Figure 4 is

given by

σ̃2
Dur,Raw = σ̃2

Dur,Dtd,Raw + σ̃2
P.Lth,Raw . (6)

The subscript ‘Dtd’ represents from ‘Door to data’, which includes all processing

(handling, heat-treating and preparation) and measuring in the laboratory. We denote

the NSD of the random lab error introduced in the Durham lab as σ̃Dur,Dtd,Raw. The

variable σ̃P.Lth,Raw is the NSD of the piece-length ends (i.e. the piece-length variability)

derived from the raw data. Similarly, for the manufacturer,

σ̃2
Man,Raw = σ̃2

Man,Dtd,Raw + σ̃2
P.Lth,Raw . (7)

Comparing Figure 4 a○ and Figure 4 b○ shows, as expected, that the correlation between

the high Ic data is reduced after the smoothing is complete. Equations 6 and 7 are

similar to Eqs. 1 and 3. As discussed in the introduction, the values of σ̃Dur,Dtd,Raw

(and σ̃Man,Dtd,Raw) can be estimated by the scientists, using for example the known

accuracy of their instruments or the uniformity of their furnaces (as we have above),

and then the normalised standard deviation of the strands (σ̃P.Lth,Raw) calculated. This

approach can be thought of as trying to solve these two equations with three unknowns

- which cannot be done without introducing (one or two of) the estimated lab error

values. Repeat measurements on a single strand would in principle provide a measured

value of the lab errors that can replace the estimated values, but it is clearly not possible

here where each lab independently processses and measures its own strands.
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Table 4: Critical current and n-value analysis using data from Durham and from the

manufacturer for IT Nb3Sn showing the effect of subtracting a moving average from the

raw data (subscript: Raw) using different smoothing window sizes from 10 to 80 to produce

smoothed data (subscript: Smd). The abbreviations used are Ic: critical current; n-value:

index of transition. The variable σ̃MA [in square brackets] is the normalised standard deviation

of the moving average. The variables used in this Table are defined in Section 7.1. The dashes

denote non-physical (negative variance) values.

Ic at 12.0T n-value

Units A Dimensionless

Estimated random [systematic] error. 1.5%, [1.5%] 2.0%, [1.5%]

Dominated by HT HT

Laboratory Dur Man Dur Man

Strand number: Both labs ,[Durham] 980, [1065] 980, [1065]

x̄Lab (Various) 275.7 282.4 36.1 39.1

∆x̄ (%) −2.4 −8.5

σ̃Lab,Raw (%) 6.2 5.3 13.0 15.9

σ̃∆, Adj, [σ̃∆, Rand,Raw] (%) 4.1, [8.2] 15.5, [20.5]

σ̃Lab,Dtd,Raw
Max(%) 3.7 1.8 8.8 12.7

Min (%) 3.5 1.5 2.0 9.4

σ̃P.Lth,Raw
Max (%) 5.1 12.8

Min (%) 5.0 9.5

Smoothed analysis after

moving average subtracted

Window size: ————— 80 —————

σ̃Lab, Smd (%) 4.0 4.1 8.7 14.4

σ̃∆Adj, [σ̃∆, Rand, Smd] (%) 4.1, [5.8] 15.5, [16.8]

σ̃Lab,Dtd, Smd
Max (%) 2.8 3.0 7.4 13.6

Min (%) 1.5 1.7 2.0 11.6

σ̃P.Lth, Smd, [σ̃MA]
Max (%) 3.7,

[4.0]
8.5,

[7.9]
Min (%) 2.8, 4.6,

Window size: ————— 40 —————

σ̃Lab, Smd (%) 4.0 4.2 8.5 14.2

σ̃∆Adj, [σ̃∆, Rand, Smd] (%) 4.1, [5.7] 15.5, [16.6]

σ̃Lab,Dtd, Smd
Max (%) 2.8 3.0 7.4 13.6

Min (%) 1.5 2.0 2.0 11.5

σ̃P.Lth, Smd, [σ̃MA]
Max (%) 3.7,

[4.2]
8.2,

[8.4]
Min (%) 2.9, 4.1,

Window size: ————— 20 —————

σ̃Lab, Smd (%) 3.7 4.0 8.4 13.9

σ̃∆Adj, [σ̃∆, Rand, Smd] (%) 4.1, [5.4] 15.5, [16.3]

σ̃Lab,Dtd, Smd
Max (%) 2.7 3.1 7.7 13.5

Min (%) 1.5 2.1 2.0 11.3

σ̃P.Lth, Smd, [σ̃MA]
Max (%) 3.4,

[4.3]
8.2,

[8.8]
Min (%) 2.5, 3.4,

Window size: ————— 10 —————

σ̃Lab, Smd (%) 3.5 3.7 8.0 13.1

σ̃∆Adj, [σ̃∆, Rand, Smd] (%) 4.1, [5.1] 15.5, [15.4]

σ̃Lab,Dtd, Smd
Max (%) 2.8 3.0 - -

Min (%) 1.5 1.9 - -

σ̃P.Lth, Smd, [σ̃MA]
Max (%) 3.2,

[4.5]
- ,

[ - ]
Min (%) 2.1, - ,
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Figure 3: The Durham (Dur) and manufacturer (Man) Ic data for the internal tin (IT

Nb3Sn) strands in chronological order. a○ Raw data, b○ a 20-point moving average (MA) of

the Durham data and the manufacturer data after the latter has been shifted to the Durham

mean and c○ the smoothed data for both labs after subtracting the MA from the raw data

and the mean of the manufacturer data has been restored. The strands received by Durham

were grouped into 17 individual deliverables represented here by vertical dashed lines.
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Figure 4: The normal distributions (black dashed lines) for the Durham (Dur) and

manufacturer (Man) internal tin (IT Nb3Sn) Ic data. a○ raw data distributions and b○
smoothed data obtained after subtracting the 20-point moving average from the raw data.

The red bars identify those Durham strands with high Ic’s, together with their associated

adjacent strand data from the manufacturer.

Figure 5 shows how the component variances add to give the variance of the

difference between the measurements on adjacent strands from Durham and the

manufacturer, which is denoted by σ̃∆, Adj and the separation of the two squares. Table

4 shows for the Ic measurements, σ̃∆, Adj = 4.1%. The separation of the two circles

denotes the variance of the difference in the properties of adjacent strands, where the

associated NSD is σ̃Adj,Corr. There are three cases shown: a○ adjacent strands are as

uncorrelated as the piece-length ends; b○ the general case where adjacent strands are

partially correlated; and c○, adjacent strands are perfectly correlated (i.e. adjacent

strands have identical properties) with the circles on top of each other. In all three

panels a○ to c○, the variance of the measurements in Durham σ2
Dur,Raw (and similarly the

manufacturer), equals the sum of the variance of the ends of the piece-lengths σ2
P.Lth,Raw

and the variance introduced by the laboratory from door-to-data σ2
Dur,Dtd,Raw (cf. Eqs.

6 and 7). It is unaffected by the degree to which adjacent strands are correlated. In

panel a○, σ2
Adj,Corr has its maximum possible value. The variance of the difference of the

measurements on the adjacent strands σ2
∆, Adj also has its maximum possible value. In
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panel c○, the adjacent strands are identical so σ2
Adj,Corr = 0, and σ2

∆, Adj has its minimum

value. Panel b○ shows the general case where adjacent strands are partially correlated

and Eq 4 can be generalised (and normalised) to

σ̃2
∆, Adj = σ̃2

Adj,Corr + σ̃2
Dur,Dtd,Raw + σ̃2

Man,Dtd,Raw . (8)

Were the pairs of strands measured by each verification lab to be randomly selected

(rather than being adjacent to each other), the variance sum rule for the variance of the

difference in the values of Ic (σ̃∆, Rand,Raw) gives Bienayme’s identity where,

σ̃2
∆, Rand,Raw = σ̃2

Dur,Raw + σ̃2
Man,Raw . (9)

Table 4 includes the value of σ̃∆, Rand,Raw = 8.2% [in square brackets], calculated

from pairing each measurement of Ic in the Durham dataset with all possible choices

from the manufacturer dataset (approximately ≈ 106 datapoints). Although the Ic
data are not perfect normal distributions, the values calculated for σ̃∆, Rand,Raw agree

with calculations using Eqn. 9 to much better than 1%. Equation 9 follows from

random selections from two normal distributions and contains no new information about

the component variances that appear on the right-hand side (RHS) of the equation -

consistent with the sum of the RHS of Eqns 6 and 7 being equal to the RHS of Eqn. 9.
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Figure 5: The sum of the (normalised) variances rule: The variance of the difference

between the data (properties) on adjacent strands from Durham and the manufacturer σ2
∆, Adj

(σ2
Adj,Corr) is denoted by the separation of the two squares (circles). In a○ adjacent strands are

as uncorrelated as the piece-length ends, b○ they are partially correlated, and in c○ they are

perfectly correlated (i.e. σ2
Adj,Corr = 0,) respectively. σ2

Dur,Raw, σ
2
P.Lth,Raw and σ2

Dur,Dtd,Raw

are the variances of the data in Durham (and similarly for the manufacturer with subscript

Man), the piece-length ends, and that introduced by the laboratory from door-to-data (i.e.

processing-and-measurement). This figure considers raw data, but equally well applies to

smoothed data.

.



V
erifi

cation
stran

ds
of

N
b
3 S
n
an

d
N
b-T

i
for

IT
E
R

24
Table 5: Analysis of all measurements on the Internal Tin (IT) Nb3Sn strand. The abbreviations used are Ic: critical current; n-value:

index of transition; RRR: residual resistivity ratio; Q: hysteretic losses; CnC ratio: copper to non-copper ratio; HT: heat-treatment; Temp.:

temperature control; PSS: physical strand size; IR: image resolution. The smoothed data (subscript: Smd) were obtained after subtracting a

20-point moving average from the raw data (subscript: Raw). The variables used are defined in Section 7.1. The dashes denote non-physical

(negative variance) values.

Ic at 12.0T n-value RRR Q
CnC Strand Twist Plating

ratio diameter pitch thickness

Units A Dimensionless Dimensionless mJ cm−3 Dimensionless mm mm µm

Estimated random [systematic] error. 1.5%, [1.5%] 2%, [1.5%] 2%, [1%] 2%, [2%] 1%, [1%] 0.1%, [0.1%] 8%, [1%] 0.2%, [0.15%]

Dominated by HT HT Temp. HT + PSS IR Instr. Spec. Angle Strand dia.

Laboratory Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man

—————————————————————Internal Tin Nb3Sn—————————————————————

Strand number: Both labs, [Dur] 980, [1065] 977, [1065] 1323, [1725] 373, [488] 907, [973] 797, [963] 900, [963] 905, [965]

x̄Lab (Various) 275.7 282.4 36.1 39.1 143.7 160.0 278 255 1.008 0.993 0.823 15 0.821 69 14.33 15.73 1.221 1.304

∆x̄ (%) −2.4 −8.5 −11.4 8.1 1.5 0.18 −9.8 −6.8

σ̃Lab,Raw (%) 6.2 5.3 13.0 15.9 22.4 21.9 13.2 17.5 5.8 5.4 0.15 0.13 5.2 5.9 10.8 13.2

σ̃∆, Adj, [σ̃∆, Rand,Raw] (%) 4.1, [8.2] 15.5, [20.5] 25.1, [31.4] 21.3, [21.9] 6.0, [8.0] 0.12, [0.20] 7.5, [7.8] 10.9, [17.0]

σ̃Lab,Dtd,Raw
Max (%) 3.7 1.8 8.8 12.7 18.1 17.4 12.7 17.1 4.5 4.0 0.10 0.07 4.9 5.7 5.5 9.4

Min (%) 3.5 1.5 2.0 9.4 5.1 2.0 2.0 11.7 2.3 1.0 0.07 0.07 4.9 5.7 0.1 7.6

σ̃P.Lth,Raw
Max (%) 5.1 12.8 21.8 13.0 5.3 0.11 1.7 10.8

Min (%) 5.0 9.5 13.3 3.7 3.7 0.11 1.7 9.3

————————————Smoothed analysis after 20-point moving average subtracted————————————

σ̃Lab, Smd (%) 3.7 4.0 8.4 13.9 18.5 20.9 12.2 12.5 5.4 5.0 0.12 0.11 4.7 5.3 6.7 7.5

σ̃∆Adj, [σ̃∆, Rand, Smd] (%) 4.1, [5.4] 15.5, [16.3] 25.1, [27.6] 21.3, [17.5] 6.0, [7.4] 0.12, [0.17] 7.5, [7.1] 10.9, [10.0]

σ̃Lab,Dtd, Smd
Max (%) 2.7 3.1 7.7 13.5 16.4 19.0 - - 4.5 4.0 0.09 0.08 - - - -

Min (%) 1.5 2.1 2.0 11.3 2.0 9.9 - - 2.3 1.0 0.09 0.08 - - - -

σ̃P.Lth, Smd, [σ̃MA]
Max (%) 3.4,

[4.3]
8.2,

[8.8]
18.4,

[11.4]
- ,

[8.9]
4.9,

[2.1]
0.08,

[0.08]
- ,

[2.3]
- ,

[9.6]
Min (%) 2.5, 3.4, 8.6, - , 3.0, 0.08, - , - ,
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Table 6: Bronze Route (BR) Nb3Sn strand measurements and analysis. The abbreviations used are Ic: critical current; n-value: index

of transition; RRR: residual resistivity ratio; Q: hysteretic losses; CnC ratio: copper to non-copper ratio; HT: heat-treatment; Temp.:

temperature control; PSS: physical strand size; IR: image resolution. The smoothed data (subscript: Smd) were obtained after subtracting a

20-point moving average from the raw data (subscript: Raw). The variables used are defined in Section 7.1. The dashes denote non-physical

(negative variance) values.

Ic at 12.0T n-value RRR Q
CnC Strand Twist Plating

ratio diameter pitch thickness

Units A Dimensionless Dimensionless mJ cm−3 Dimensionless mm mm µm

Estimated random [systematic] error. 1.5%, [1.5%] 2%, [1.5%] 2%, [1%] 2%, [2%] 1%, [1%] 0.1%, [0.1%] 8%, [1%] 0.2%, [0.15%]

Dominated by HT HT Temp. HT + PSS IR Instr. Spec. Angle Strand dia.

Laboratory Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man

————————————————————Bronze Route Nb3Sn————————————————————

Strand number: Both labs, [Dur] 396, [409] 396, [409] 464, [490] 170, [179] 342, [354] 342, [354] [365] [342]

x̄Lab (Various) 197.4 199.4 43.0 43.9 106.5 115.2 59 66 0.931 0.936 0.820 49 0.820 55 15.56 n/a 1.31 n/a

∆x̄ (%) −1.0 −2.3 −8.2 −12.7 −0.5 −0.01 n/a n/a

σ̃Lab,Raw (%) 2.1 2.0 3.3 4.2 11.0 10.8 21.1 26.3 2.1 2.6 0.15 0.15 6.9 n/a 14.7 n/a

σ̃∆, Adj, [σ̃∆, Rand,Raw] (%) 1.2, [2.9] 3.6, [5.3] 6.3, [15.4] 10.0, [31.2] 2.3, [3.4] 0.08, [0.21] n/a , [ n/a ] n/a , [ n/a ]

σ̃Lab,Dtd,Raw
Max (%) 1.0 0.7 1.8 3.1 4.7 4.2 - - 1.2 2.0 0.06 0.06 n/a n/a n/a n/a

Min (%) 1.0 0.7 1.8 3.1 2.9 2.0 - - 1.0 1.8 0.06 0.06 6.9 n/a 0.2 n/a

σ̃P.Lth,Raw
Max (%) 1.9 2.8 10.6 - 1.8 0.11 0 14.7

Min (%) 1.9 2.8 9.9 - 1.7 0.14 n/a n/a

———————————Smoothed analysis after 20-point moving average subtracted———————————

σ̃Lab, Smd (%) 1.6 1.5 2.9 2.8 7.9 7.8 13.8 15.9 2.1 2.3 0.12 0.11 4.9 n/a 10.4 n/a

σ̃∆Adj, [σ̃∆, Rand, Smd] (%) 1.2, [2.2] 3.6, [4.1] 6.3, [11.1] 10.0, [17.6] 2.3, [3.1] 0.08, [0.16] n/a , [ n/a ] n/a , [ n/a ]

σ̃Lab,Dtd, Smd
Max (%) 0.9 0.8 2.6 2.5 4.5 4.4 4.3 9.0 1.5 1.8 0.07 0.05 n/a n/a n/a n/a

Min (%) 0.9 0.8 2.0 1.9 2.0 1.6 2.0 8.1 1.0 1.4 0.07 0.05 4.9 n/a 0.2 n/a

σ̃P.Lth, Smd, [σ̃MA]
Max (%) 1.3,

[1.2]
2.1,

[2.3]
7.6,

[7.1]
13.7,

[17.5]
1.8,

[0.9]
0.07,

[0.09]
0 ,

[4.7 ]
10.4,

[ 9.9 ]
Min (%) 1.3, 1.3, 6.5, 13.1, 1.5, 0.07, n/a , n/a ,
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Table 7: Nb-Ti strand measurements and analysis. The abbreviations used are Ic: critical current; n-value: index of transition; RRR: residual

resistivity ratio; Q: hysteretic losses; CnC ratio: copper to non-copper ratio; PSS: physical strand size. The smoothed data (subscript: Smd)

were obtained after subtracting a 20-point moving average from the raw data (subscript: Raw). The variables used are defined in Section

7.1. The dashes denote non-physical (negative variance) values.

Ic at 6.4T n-value RRR Q
CnC Strand Twist Plating

ratio diameter pitch thickness

Units A Dimensionless Dimensionless mJ cm−3 Dimensionless mm mm µm

Estimated random [systematic] error. 1%, [0.5%] 1.5%, [0.5%] 1%, [1%] 0.5%, [2%] 0.1%, [0.1%] 0.1%, [0.1%] 8%, [1%] 0.3%, [0.3%]

Dominated by Non-power law Non-power law Temp. PSS Instr. Spec. Instr. Spec. Angle Strand dia.

Laboratory Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man

———————————————————————— Nb–Ti ————————————————————————

Strand number: Both labs, [Dur] 174, [320] 174, [320] 106, [320] 69, [320] 115, [323] 174, [320] 116, [320] 166, [320]

x̄Lab (Various) 336.6 328.1 38.6 41.2 130 134 46.4 44.7 1.596 1.626 0.7323 0.7322 15.23 15.14 1.61 1.66

∆x̄ (%) 2.5 −6.6 −2.9 3.8 −1.9 0.02 0.6 −2.7

σ̃Lab,Raw (%) 2.2 2.1 4.4 8.7 11.0 10.4 3.9 4.0 2.9 2.6 0.20 0.16 5.8 4.1 11.2 7.9

σ̃∆, Adj, [σ̃∆, Rand,Raw] (%) 1.7, [3.0] 9.3, [9.7] 8.8, [15.0] 4.4, [5.6] 3.1, [3.9] 0.23, [0.25] 6.7, [7.0] 7.0, [13.7]

σ̃Lab,Dtd,Raw
Max (%) 1.3 1.1 3.9 8.5 6.7 5.7 3.0 3.2 2.4 2.0 0.18 0.14 5.6 3.7 - -

Min (%) 1.0 0.8 1.5 7.7 3.7 1.0 0.5 1.0 1.3 0.1 0.16 0.10 5.6 3.7 - -

σ̃P.Lth,Raw
Max (%) 2.0 4.1 10.4 3.9 2.6 0.12 1.7 -

Min (%) 1.8 2.1 8.7 2.4 1.7 0.08 1.7 -

————————————Smoothed analysis after 20-point moving average subtracted————————————

σ̃Lab, Smd (%) 1.7 1.6 4.1 8.0 9.8 9.0 3.0 3.2 2.4 2.1 0.18 0.15 5.5 4.1 7.1 4.5

σ̃∆Adj, [σ̃∆, Rand, Smd] (%) 1.7, [2.3] 9.3, [8.9] 8.8, [13.2] 4.4, [4.4] 3.1, [3.1] 0.23, [0.23] 6.7, [6.9] 7.0, [8.4]

σ̃Lab,Dtd, Smd
Max (%) 1.3 1.1 - - 6.8 5.6 - - 2.3 2.0 0.18 0.15 5.4 4.0 6.3 3.1

Min (%) 1.0 0.8 - - 4.0 1.0 - - 1.2 0.1 0.14 0.10 5.4 4.0 5.5 0.3

σ̃P.Lth, Smd, [σ̃MA]
Max (%) 1.4,

[1.3]
- ,

[2.7]
8.9,

[4.7]
- ,

[2.1]
2.1,

[1.5]
0.11,

[0.06]
1.0,

[1.2]
4.5,

[7.5]
Min (%) 1.1, - , 7.1, - , 0.5, 0.03, 1.0, 3.3,
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However, an example of the central experimental result in this paper is that the

experimental value for the variance of the difference in Ic, between the Durham data

and that of the manufacturer for the adjacent strands, is significantly lower than the

value derived for randomised pairs since σ̃∆, Adj = 4.1% and σ̃∆, Rand,Raw = 8.2%. These

lower experimental values are found in all the measurements in Tables 5 to 7. It is

this difference and consequential positive correlation between the adjacent strands, that

provides the additional information that will enable us to find (and constrain) the limits

for the lab errors and strand variability.

7.2 Maximum and minimum values derived from adjacent strand measurements

Rearranging Eqns. 6, 7 and 8, we can find the separate contributions from each of the

laboratories and the strands themselves that we are most interested in (i.e. σ̃Dur,Dtd,Raw,

σ̃Man,Dtd,Raw and σ̃P.Lth,Raw), in terms of the measured parameters σ̃∆, Adj,Raw, σ̃Dur,Raw

and σ̃Man,Raw, and the variable that describes the degree of correlation between adjacent

strands σ̃Adj,Corr, where,

σ̃2
Dur,Dtd,Raw =

1

2

{
(σ̃2

∆, Adj − σ̃2
Adj,Corr) + σ̃2

Dur,Raw − σ̃2
Man,Raw

}
, (10)

the equivalent equation for the manufacturer’s laboratory is

σ̃2
Man,Dtd,Raw =

1

2

{
(σ̃2

∆, Adj − σ̃2
Adj,Corr)− σ̃2

Dur,Raw + σ̃2
Man,Raw

}
, (11)

and the variance for the ends of the piece-lengths is

σ̃2
P.Lth,Raw =

1

2

{
−(σ̃2

∆, Adj − σ̃2
Adj,Corr) + σ̃2

Dur,Raw + σ̃2
Man,Raw

}
. (12)

Since the degree of correlation between adjacent strands (i.e. σ̃2
Adj,Corr) is a priori not

known, we consider in turn the two extreme limits of perfectly correlated and maximum

uncorrelated adjacent strands to calculate the allowed range for these variables.

7.2.1 Identical adjacent strands. In the limiting case where adjacent strands approach

being identical (i.e. the repeat measurement limit),

σ̃2
Adj,Corr ≥ 0 . (13)

Substituting Eq. 13 into Eqs. 10 to 12 leads to the maximum (upper bound) values for

Durham

σ̃2
Dur,Dtd,Raw ≤ 1

2

(
σ̃2
∆, Adj + σ̃2

Dur,Raw − σ̃2
Man,Raw

)
, (14)

and the equivalent equation for the manufacturer’s laboratory,

σ̃2
Man,Dtd,Raw ≤ 1

2

(
σ̃2
∆, Adj − σ̃2

Dur,Raw + σ̃2
Man,Raw

)
. (15)
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We also have the variance for piece-length ends themselves, which is a minimum (lower

bound) given by

σ̃2
P.Lth,Raw ≥ 1

2

(
−σ̃2

∆, Adj + σ̃2
Dur,Raw + σ̃2

Man,Raw

)
. (16)

We can rewrite these three equations in terms of their limiting values, and in a

form using Bienayme’s identity (Eq. 9) that makes explicit the additional information

that measurements on adjacent strands bring:

σ̃2
Dur,Dtd,Raw(Max) = σ̃2

Dur,Raw − 1

2
(σ̃2

∆, Rand,Raw − σ̃2
∆, Adj) , (17)

σ̃2
Man,Dtd,Raw(Max) = σ̃2

Man,Raw − 1

2
(σ̃2

∆, Rand,Raw − σ̃2
∆, Adj) , (18)

and

σ̃2
P.Lth,Raw(Min) =

1

2
(σ̃2

∆, Rand,Raw − σ̃2
∆, Adj) . (19)

Were there no measurements from adjacent strands, we would set the terms in round

brackets to zero and recover the standard limits for single lab measurements. As shown

in Table 4, the raw data from Durham has σ̃2
Dur,Raw = 6.2% and from the manufacturer

has 5.3%. However, because of the adjacent strand measurements, the lab errors are

very significantly smaller σ̃Dur,Dtd,Raw(Max) = 3.7% and σ̃Man,Dtd,Raw(Max) = 1.8%,

which brings them much closer to the estimated lower bound value (1.5%). Similarly,

the strands’ variability is markedly increased from zero (for a single lab with no repeat

measurements) to σ̃P.Lth,Raw(Min) = 5.0%.

7.2.2 Weakly correlated adjacent strands. We now consider the opposite limit that

follows from considering the maximum value of σ̃Adj,Corr that still provides physical

solutions. Given Eq. 13 we could consider σ̃2
Adj,Corr ≤ 2σ̃2

P.Lth,Raw or perhaps that all

the variances must be positive definite. However, we make the more restrictive constraint

that the random lab errors in Durham must be at least those random errors estimated

for ’door-to-data’ by Durham scientists (i.e. σ̃Est,Rand). We also make the working

assumption that the estimated Durham random lab errors provide a lower bound for

the manufacturer as well, which given Eqs. 6 and 7 requires, in practice, that the

lab whose data has the lowest variance, has at least those random errors estimated in

Durham. If, for a particular measurement, the Durham lab data has the lowest variance,

the lower bound condition is

σ̃2
Dur,Dtd,Raw ≥ σ̃2

Est,Rand . (20)

This inequality is complementary to Eq. 10. In terms of its limiting value, this equation

is rewritten

σ̃2
Dur,Dtd,Raw(Min) = σ̃2

Est,Rand . (21)
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Substituting Eq. 20 into Eq. 10 gives the constraint

σ̃2
Adj,Corr ≤ σ̃2

∆, Adj + σ̃2
Dur,Raw − σ̃2

Man,Raw − 2σ̃2
Est,Rand , (22)

which provides a maximum value for the correlation between adjacent strands. This

can be rewritten in the form

σ̃2
Adj,Corr ≤ 2 (σ̃2

Dur,Raw − σ̃2
Est,Rand)− (σ̃2

∆, Rand,Raw − σ̃2
∆, Adj) , (23)

which explicitly shows that when the adjacent strands are as uncorrelated as randomly

chosen piece-length ends (i.e. σ̃2
∆, Adj = σ̃2

∆, Rand,Raw), the single lab result with no repeat

measurements is again recovered. Substituting Eq. 22 into Eqs. 11 and 12 gives the

remaining two limits

σ̃2
Man,Dtd,Raw(Min) = σ̃2

Man,Raw − σ̃2
Dur,Raw + σ̃2

Est,Rand , (24)

and

σ̃2
P.Lth,Raw(Max) = σ̃2

Dur,Raw − σ̃2
Est,Rand . (25)

To derive the equivalent equations when the manufacturer’s estimates more tightly

constrain the data, we replace the estimates from the Durham lab by those from the

manufacturer and rotate Dur and Man in Eqs 20 to 25. In practice, we calculate these

parameters by increasing σ̃2
Adj,Corr until the variance of the “door to data” of one or

other of the labs reaches their estimated value. In Table 4, we have calculated the

limiting values using Eqs. 21, 24 and 25. We note that these equations can be obtained

more directly by substituting Eq. 20 directly into Eq. 6. Using the raw data, we

find for the two laboratories that the minimum random errors from the raw data are

σ̃Dur,Dtd,Raw(Min) = 3.5% and σ̃Man,Dtd,Raw(Min) = 1.5%, and the maximum piece-

length end variability is σ̃P.Lth,Raw(Max) = 5.1%.

7.3 Systematic differences and identifying long-term drift

The data in Figure 3 show that we can consider the variations in Durham’s and the

manufacturer’s data in three categories: First there is the systematic difference between

the average values. This difference may be attributed to, say, inaccuracies in the

calibration of instruments, or systematic differences in the handling of the brittle Nb3Sn,

or gas purity differences in the heat-treatments between the two labs. The second

category is the long-term drift, clearly seen in both (independent) datasets, that we

associate with variations in the manufacturing process, such as wear on the drawing dies.

It is shown by the black line in Figure 3 b○. We note that measurements from several labs

measuring adjacent strands would enable more accurate identification of long-term drifts

from each of the partner labs and the manufacturing, and that we would not expect these

long-term drifts to obey normal statistics. The third category includes both the scatter

in the data that occurs from short-length variations in manufacture manifest at the ends
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of the piece-lengths (say variations in raw material purity or hardness), as well as the

errors introduced by the laboratories themselves during processing-and-measurement.

Figure 3 shows our approach to removing the long-term drift. We first subtract the

difference in the averages ∆x̄Lab between both laboratories and then apply a Savitzky-

Golay moving average (MA) smoothing procedure to the total of both datasets [48].

We have chosen the number of points in the window to be ∼ 20, as have other authors

[4], and show below that the parameters of interest and the conclusions of this work

are broadly insensitive to this choice of window size. The data in Figure 3 c○ shows

the data from both laboratories after it has been smoothed. These data are replotted

on the RHS of Figure 4 and provides the NSD for the smoothed data from each of

the laboratories (i.e. σ̃(Dur, Smd) and σ̃(Man, Smd)). After the long-term drift has been

removed, as expected, both the maximum and minimum limiting values for the NSD

of the strand variability decreases for all measurements (cf. Tables 5 to 7). For the

IT Ic measurements, the range for σ̃P.Lth,Raw is 5.0% to 5.1% whereas after 20-point

smoothing, the limiting values decrease to give a range of 2.5% to 3.4%.

7.4 Analysis of smoothed data

Just as we applied Eqns. 10 to 12 to the raw data, we can equally apply them to the

data after smoothing (i.e. replace the subscript Raw in them by Smoothed (Smd)).

Table 4 provides the variables calculated after smoothing for the random lab errors (i.e.

σ̃Dur,Dtd, Smd and σ̃Man,Dtd, Smd) and the strand variability (σ̃P.Lth, Smd). Table 4 gives

the maximum and minimum Durham lab errors as 2.7% and 1.5%, and those for the

manufacturer as 3.1% and 2.1%. Similarly, the maximum and minimum values for the

strand variability are 3.4% and 2.5%. Although the long-term drift (or moving average)

does not obey normal statistics, we usefully characterise the degree of smoothing with

a NSD of 4.3%. Also we note the variable σ̃∆, Adj (4.1%) is independent of whether

smoothing is done or not, and σ̃∆, Rand, Smd is 5.4%.

7.5 Window size independence

The data in Figure 6 and Table 4 shows how the important physical parameters for the IT

Ic measurements vary as a function of window size and can be used to justify the window

size of 20. At large window sizes of ∼ 80, these parameters asymptotically saturate,

consistent with smoothing out long-term variations as required. Table 4 demonstrates

that the variances of the smoothed data systematically decrease as the window size

decreases. However, if the window size gets too small, it starts over-smoothing the data

and we get non-physical results: some of the short-term lab variations and σ̃P.Lth,Smd

artificially drop to zero, and the adjacent strands become negatively (non-physically)

correlated, evidenced by σ̃∆,Adj > σ̃∆,Rand,Smd (i.e. 15.5% > 15.4% in Table 4). However,

in the intermediate range of window sizes from 20 to 80, for both the maximum and

minimum limits, to a good approximation we find that,
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Figure 6: Statistical parameters (normalised standard deviation) derived from smoothed

data, as a function of smoothing window size for internal tin (IT Nb3Sn). a○ Ic data. b○
n-value data. The vertical dashed line shows the 20-point window size chosen for the moving

average in this work.

σ̃2
P.Lth,Raw ≈ σ̃2

P.Lth, Smd(Window size) + σ̃2
MA(Window size) , (26)

where σ̃2
P.Lth,Raw is very weakly dependent on window size as shown in Table 6. Equation

26 is consistent with the total piece-length variance being broadly independent of how we

choose to assign the component short-term and long-term scale variances. Equally, the

limiting values for σ̃Dur,Dtd, Smd and σ̃Man,Dtd, Smd are also broadly independent of window

size, consistent with correctly assigning these values to the uncertainties associated with

the laboratories alone.

The different distributions underpinning the analysis in this section are shown in

Figure 7: the distribution characterised by taking the raw data from the two laboratories

and considering all possible pairing gives σ̃∆, Rand,Raw = 8.2%. After smoothing

the datasets from both labs, the random distribution narrows because the moving

average smoothing maps to those measurements from the two laboratories that are

positively correlated and σ̃∆, Rand, Smd = 5.4%. Nevertheless, in the third distribution the

experimental data remains the narrowest, even after smoothing (where σ̃∆, Adj = 4.1%),

demonstrating that the adjacent strands are positively correlated and providing the key

additional information used in this analysis.
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Figure 7: Ic distributions for the differences between the Durham and manufacturer adjacent

pairs of internal tin (IT Nb3Sn) strands. Shown are: the experimental differences distribution

(σ̃∆, Adj); the differences between the distribution of randomly paired smoothed data from

Durham and the manufacturer (σ̃∆, Rand, Smd); and the differences between the distribution of

randomly paired raw measurements from Durham and the manufacturer (σ̃∆, Rand,Raw). The

best-fit normal distributions are shown by the black dashed lines.

7.6 Statistical analysis of the IT Nb3Sn n-values

Table 4, and Figures 6 and 8 show the analysis of the IT Nb3Sn n-value data. Similarly

to the IT Ic data, we again find: a moving average in the data from both labs that

we can associate with variations in the long-term drift of the strand properties; after

the MA has been subtracted, the correlation between the adjacent strands is weaker as

demonstrated by the high n-value strands in the smoothed Durham data being quite

evenly spread across the manufacturers’ distribution (cf. Figure 3) and evidenced by the

experimental data for the NSD of the difference between n-values of adjacent strands

(σ̃∆, Adj = 15.5%) being similar to randomly chosen pairs (σ̃∆, Adj = 16.2%).

7.7 Losses, Q - an outlier

Throughout this paper we have calculated the various values of σ̃ from the relevant

distribution of experimental data directly using the definition of the standard deviation.

The error bars for these values can be estimated using the 1/
√
n law, which typically

gives 2 - 10% and have been confirmed by fitting the various distributions using a

commercial package. The data for the IT Q loss data are an outlier in this work as

shown in Figure 9. They do not obey a normal distribution and the error bars are

commensurately larger. The manufacturer’s data show two distinct populations, that

we associate most probably with handling.
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Figure 8: The Durham (Dur) and manufacturer (Man) n-value data for the internal tin (IT

Nb3Sn) strands in chronological order. a○ Raw data, b○ a 20-point moving average (MA) of

the Durham data and the manufacturer data after the latter has been shifted to the Durham

mean and c○ the smoothed data for both labs after subtracting the MA from the raw data

and the mean of the manufacturer data has been restored. The strands received by Durham

were grouped into 17 individual deliverables represented here by vertical dashed lines.
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Figure 9: The normal distributions (black dashed lines) for the a○ Durham and b○
manufacturer bronze route (BR Nb3Sn) raw hysteresis loss (Q) data. The red bars identify

those Durham strands with high n-values ’s, together with their associated adjacent strand

data from the manufacturer.

8 Statistical analysis of the BR Nb3Sn Ic and n-value data

The vast majority of the experimental work is related to the Ic and n-values of the

two Nb3Sn strands. Following the detailed IT data and analysis, we briefly present the

equivalent BR Nb3Sn data in Figures 10 and Figure 11 . Figure 10 again shows the

moving average that is common to the data sets in both laboratories. After it has been

subtracted, there remains a significant positive correlation between the adjacent strands

as was found for the IT strands. The measured maximum lab errors were below the

estimated minimum values, so to within the accuracy of this particular measurement,

we conclude there are no significant differences between the properties of the adjacent

strands and reset the estimated minimum values to be identical to the measured

maximum values in Table 6. We find that the Durham lab error was ∼1.8%, that for the

manufacturer was ∼3.1% and the (short time-scale) piece-length ends variability was

∼ 2.8%. We conclude that for these measurements on this BR strand, strand handling

and gas purity during processing played no significant role. For the BR Nb3Sn n-value

data, Figure 11 shows the result of subtracting the moving average from the raw data.
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There is a general upwards drift over the course of the campaign, showing the limitations

of characterising the moving average with a normalised standard deviation (i.e. σ̃MA

= 1.2%). Nevertheless, the measurements are all normal distributions and are well

characterised with no evidence for any significant unidentified sources of error (i.e. the

maximum and minimum values for both the random errors from the laboratories and

the variability of the piece-lengths are similar).

9 Categorising the data.

In this section, we consider three ratios that help categorise and set the broad canvas for

the large datasets in Tables 5 - 7. We use the notation σ̃Lab,Dtd, Smd or Raw which means

smoothed values σ̃Lab,Dtd, Smd when available, and the raw data σ̃Lab,Dtd,Raw for those

remaining five measurements where there are dashes for the smoothed data in Tables

5 - 7.

9.1 The range of the random lab errors.

First, we address the range of the random lab error for a specific measurement

given by the ratio of the maximum lab error divided by its minimum (i.e.

σ̃Lab,Dtd, Smd or Raw(Max)/σ̃Lab,Dtd, Smd or Raw(Min)). We (arbitrarily) consider the

measurements in four different types, which establishes the concept of well (or poorly)

characterised measurements where the random lab errors are well known:

i) Very well characterised measurements [IT(Strand diameter and Twist pitch),

BR(Ic and strand diameter) and Nb–Ti(Twist pitch)]: These five datasets are identified

by the smoothed or raw maximum lab error for one or other of the labs (e.g.

σ̃Lab,Dtd, Smd or Raw(Max))) being less than or equal to the estimated error with the result

that we have reset the estimated minimum value to equal the maximum lab error and the

range of the lab errors to be 1. In these cases, as with repeat measurements, to within the

accuracy of the measurements, the properties of the adjacent strands are identical (i.e.

σ̃Adj,Corr = 0 as shown in Figure 5), the errors introduced by each of the two labs can be

completely separated (deconvoluted) from the variability in manufacture of the strands,

and we conclude there are no unaccounted for random errors (e.g. heat-treatment or

handling errors).

ii) Well characterised random lab errors [IT(Ic), BR(n-value, Q and CnC ratio)

and Nb–Ti(Ic)]: These five measurements have low ratios between 1.0 and 2.5 for both

labs. We note that all the Ic measurements are either well or very well characterised,

consistent with the technical requirement for excellent data, accurate to better than a

few percent, and the large cost and manpower they incur.

iii) Poorly characterised random lab errors [IT(n-value, RRR, Q, CnC and Plating

thickness), BR(RRR) and Nb–Ti(n-value, RRR, Q, CnC, Strand diameter and Plating

thickness)]: These twelve measurement types have a range of lab errors in at least one

of the labs that is smaller than 0.25. One third of these measurements have a ratio
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Figure 10: The Durham (Dur) and manufacturer (Man) Ic data for the bronze route (BR

Nb3Sn) strands in chronological order. a○ Raw data, b○ a 20-point moving average (MA) of

the Durham data and the manufacturer data after the latter has been shifted to the Durham

mean and c○ the raw data from both labs after subtracting the MA and the mean of the

manufacturer data has been restored. The strands received by Durham were grouped into 17

individual deliverables represented here by vertical dashed lines.
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Figure 11: The Durham (Dur) and manufacturer (Man) n-value data for the bronze route

(BR Nb3Sn) strands in chronological order. a○ Raw data, b○ a 20-point moving average

(MA) of the Durham data and the manufacturer data, after the latter has been shifted to the

Durham mean and c○ the raw data from both labs after subtracting the MA and the mean of

the manufacturer data has been restored. The strands received by Durham were grouped into

17 individual deliverables represented here by vertical dashed lines.
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greater than 10. The n-value, Q, CnC and plating thickness measurements for both the

internal tin and Nb–Ti strands, and the RRR measurements for all three strands have

high ratios.

When the range of the random lab error is large, the data include a large range

for the possible differences between adjacent strands. If we were confident that the

estimated lab errors included all the important sources of error (i.e. the standard single

lab assumption), we could take the minimum values for the random lab errors and the

maximum values for the variability of the strands. Alternatively, were the properties

of the adjacent strands essentially identical and the variability between adjacent strand

properties much smaller than the variability between piece-length end properties, it

would mean there were significant errors not identified in the estimates and we could take

the complementary values - the maximum values for the lab estimates and the minimum

values for the variability of the strands. In general, we would expect values between

these two limits, and for example, interpret the large IT(RRR) lab maximum values of

16.4% and 19.0% for Durham and the manufacturer respectively as follows: it is unlikely

that the IT(RRR) lab errors are close to these large values, given the BR(RRR) data

are more than a factor 6 smaller and that RRR values are determined by the copper

matrix and not the superconductor. Hence, we suggest the associated assumption, that

it is unlikely that the adjacent strands are identical (perfectly correlated). If we assume

that the lab errors in Durham were smaller, so say σ̃Dur,Dtd, Smd = 7% and the value

of σ̃Lab, Smd unchanged, the measured value of σ̃∆, Adj would be smaller. The equivalent

set of values would then be σ̃∆, Adj = 13.9%, σ̃Man,Dtd, Smd = 12.0% and σ̃P.Lth, Smd =

17.1%. This demonstrates the general result for interpreting measurements with a large

range of lab error: if better measurements reduced one of the lab errors to be closer

to its minimum value, the equivalent value for the other lab would also be closer to its

minimum value and the piece-length value closer to its maximum value.

iv) Single lab errors [BR(Plating thickness) and BR(Twist pitch)]: For our single

lab measurements (where we have no complementary manufacturer measurements), it

is not possible to calculate a range for the lab error. Here, we have used destructive

methods to characterise the plating thickness and twist pitch, although future work

could include non-destructive repeat measurements to better measure the lab errors. For

the BR(Plating thickness) measurements, the estimated lab error is very small (0.2%)

compared to the raw data (14.7%). Without measurements from a second lab, one

can only really make the standard single lab assumption that the estimated lab errors

are accurate, and conclude that the large variance of the raw measurements is almost

entirely due to the variance of the strand properties. The BR(Twist pitch) measurement

is a special case for a single lab measurement, because the width of the raw data (6%) is

similar to the estimated lab errors (8%). We then set σ̃Dur,Dtd,Raw to 6% and consistent

with Eq. 6 set σ̃P.Lth,Raw to 0%. This demonstrates that a consequence of this particular

single lab well characterised measurement is that the variability of the strands is small.
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9.2 The range of the variability of the strands.

Just as we considered the range of lab errors, we can also consider the range of the

variability of the strands using the ratio of the maximum random strand variability to its

minimum (i.e. σ̃P.Lth, Smd or Raw(Max)/σ̃P.Lth, Smd or Raw(Min)). This ratio establishes how

well the variability of the strands is characterised. There are just three measurements

where the range of the strand variability is larger than 2.5 [IT(Q) and Nb–Ti(CnC and

Strand diameter)] and in all three cases the properties of the strands are well within the

ITER specification requirements (cf. Ratio 3 below). We conclude that the variability

of the strands is generally very well characterised in this work.

9.3 The correlation between the adjacent strand data.

The correlation of the adjacent strand data from the two labs can be characterised

by the ratio of the NSD of the difference between the measurements on adjacent

strands (σ̃∆, Adj) to the equivalent random value, were pairs of strands randomly chosen

(σ̃∆, Rand, Smd or Raw). There are five measurements where adjacent strand data from the

two laboratories are weakly correlated as evidenced by the values of σ̃∆, Adj being just a

little less than σ̃∆Rand,Raw: IT(Q and Twist Pitch) and Nb–Ti(n-value, strand diameter

and twist pitch). Despite the ratio being close to unity and containing relatively little

information [49], it is useful. For example, the IT(Twist pitch) data analysis attributes

most of the width in the distribution of the raw data (i.e. 5.2% and 5.9%) to the random

errors from the labs (i.e. 4.9% and 5.7%) rather than the variability of the strands (i.e.

1.7%). Analysis of the IT(Q and Twist pitch) and Nb–Ti(n-value) measurements using

the 20 point smoothing produces non-physical (negative) oversmoothed values with

negative variances and adjacent strand data becoming anti-correlated as discussed with

Figure 6. As can be seen in Tables 5 - 7, the maximum lab errors from the raw data

(i.e. σ̃Lab,Dtd,Raw(Max)) are similar to their equivalent raw data (i.e. σ̃Lab,Raw), and

the minimum raw values for the piece-lengths are small, consistent with Eqs 17 to 19,

rewritten in terms of Bienayme’s identity. When σ̃∆, Adj is very similar to σ̃∆Rand,Raw,

the small amount of information from the correlation between the adjacent strands can

be either extracted as the moving average or as the random error depending on the

window size (cf. Table 4). For the Nb–Ti(Strand diameter and twist pitch) where

smoothing does produce physical results, the small amount of additional information in

σ̃∆, Adj means as expected, that the maximum lab errors from the smoothed data (i.e.

σ̃Lab,Dtd, Smd(Max)) are similar to raw data values (i.e. σ̃Lab,Dtd,Raw(Max)).

Clearly the most interesting cases arise when σ̃∆, Adj is much less than σ̃∆Random.

The four lowest ratio values occur for the BR Nb3Sn. In these cases, the lab errors

and the variability of the adjacent strand properties are both much smaller than the

variability of the piece-length ends, and the strong correlation between adjacent strand

data brings significant new information that drives the maximum lab error much closer

to its minimum value. For example, for the BR Nb3Sn losses measurements where

σ̃∆, Adj = 0.32, although the width of the smoothed data from Durham is 13.8%, it
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is deconvoluted (as shown in Table 6) into a maximum of only ∼ 4.3% that comes

from the lab errors and a large minimum value of ∼ 13.1% for the strand variability

- separating the lab errors and strand variability in this way demonstrates how two

lab processing-and-measuring on adjacent strands, can be a proxy for single lab repeat

measurements.

10 Figures of merit

Here, we consider three ratios that are figures of merit, where large values are preferred.

They are used to inform our discussion and recommendations.

10.1 Unidentified random lab errors.

The first ratio given in the top 3 rows of Table 8 is the ratio of the estimated random error

to the minimum random lab error (i.e. σ̃Est,Rand/σ̃Lab,Dtd, Smd or Raw(Min)) It identifies

those measurements where there are significant sources of lab error that have not been

identified in the Durham lab random error estimates and is highlighted and underlined

when less than 0.4.

Consider first the Nb–Ti(RRR) measurements where the range for the lab error

in Durham (σ̃Dur,Dtd, Smd) is from 4.0 to 6.8%. This includes a minimum value that

is four times larger than the estimated random error in Durham of 1% (which gives

a ratio of 0.25 in Table 8). Similarly, the IT(RRR) range for σ̃Man,Dtd, Smd of 9.9 to

19% also includes a minimum value that is five times larger the estimated error from

Durham. We conclude that there simply must be additional random errors in the

processing/measurements that are not included in Durham’s estimated errors. The

conclusion about these data is robust - it holds whether we consider raw data or

smoothed data, and whether the adjacent strand properties are correlated or not.

Similar, reasoning suggests that the manufacturer’s measured lab errors also have

unidentified sources of error associated with the IT(n-value, Q, and Plating thickness),

BR(Q) and Nb–Ti(n-value) measurements as shown in Table 8. In these cases, although

Durham minimum values are equal to the estimated values, because they are lower

bounds, it doesn’t rule out that there are unidentified errors in both labs. Equally,

the Durham lab should investigate the Nb–Ti(CnC ratio and Plating thickness) to find

unidentified sources of errors.

10.2 Unidentified systematic errors.

The second ratio given in the middle 3 rows of Table 8 is the estimated systematic

error divided by the difference in the averages from the two labs (i.e. σ̃Est, Syst/∆x̄).

It identifies whether the difference in the average of the measurements from Durham

and the manufacturer is significantly different to the estimated systematic error

from Durham (Negative values imply that the manufacturers’ values are higher than

Durham’s). For example, the Durham Nb–Ti n-value data have a systematic error
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estimated to be 1%, although the difference between the average n-values for Durham

and the manufacturer is 13%. We conclude that there simply must be large systematic

errors in the n-values either in Durham or for the manufacturer that are not included

in the Durham estimates. Table 8 shows that there are 12 measurements (in bold

and underlined) that have the ratio lower than 0.25, associated with measurements

that have unidentified or poorly characterised systematic lab errors. We note that for

verification measurements where as-supplied strands are destructively processed and

measured, practical standard materials with a reproducibility of even as high as 1 %, or

exchange of strands (for measurement alone) and personnel would be useful to eliminate

systematic errors.

10.3 Strands routinely meeting ITER specifications

The bottom 3 rows of Table 8 give a ratio that provides a measure of how likely

the strands are to meet the ITER specifications (i.e. (100 × (x̄Lab, Smd or Raw −
xITER))/(3σ̃P.Lth,Min tot × x̄Dur)). It is given in terms of the definition of the normalised

minimum total strand variance (σ̃2
P.Lth,Min tot) where,

σ̃2
P.Lth,Min tot = σ̃2

P.Lth, Smd or Raw(Min) + σ̃2
MA . (27)

and makes the ratio similar to the process capability index [50]. For the BR(RRR)

strands, the normalised minimum total strand variance (i.e. 9.6%), which includes

contributions in quadrature from both the random average (i.e. 6.5%) and the moving

average (i.e. 7.1%), when divided by the difference between the ITER specification and

the Durham average gives a ratio of 1.6 as shown in Table 8. The equivalent value for

the manufacturer of 0.7 is a lower bound, and therefore not inconsistent with the high

value of 1.6 found in Durham. This last ratio has an immediate impact on verification

measurements. If it is large, the strands are comfortably above the ITER specification

and there is less commercial interest in whether the measurement is accurate or well

characterised or not. If it is small (only values less than or equal to 0.5 are in bold

and underlined in Table 8), a significant fraction of the strands will not meet the

ITER specification. As shown in the bottom three rows of Table 8, only the RRR

measurements on Nb3Sn bring this concern.
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Table 8: Figures of merit: Large numbers represent desirable properties. Small numbers (in bold and underlined) represent undesirable

properties. Top 3 data rows: Ratio of the estimated random error to the minimum random lab error (i.e. σ̃Est,Rand/σ̃Lab,Dtd, Smd or Raw(Min)).

Middle 3 data rows: Ratio of the estimated systematic error to the difference in the averages (i.e. σ̃Est, Syst/∆x̄) from the two labs. Bottom

3 rows of data: The difference between the ITER specification and the Durham mean divided by three times the minimum total strand

variability (i.e. (100 × (x̄Lab, Smd or Raw − xITER))/(3σ̃P.Lth,Min tot × x̄Dur)) where xITER is the ITER specification taken from Table 2).

The abbreviations used are Ic: critical current; n-value: index of transition; RRR: residual resistivity ratio; Q: hysteretic losses; CnC ratio:

copper to non-copper ratio.

Ratio
Strand Ic n-value RRR Q

CnC Strand Twist Plating

type
ratio diameter pitch thickness

Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man Dur Man

Estimated random error to

minimum random lab error

IT 1.0 0.71 1.0 0.18 1.0 0.20 1.0 0.17 0.43 1.0 1.1 1.3 1.6 1.4 2.0 0.03

BR 1.7 1.9 1.0 1.1 1.0 1.3 1.0 0.25 1.0 0.71 1.4 2.0 n/a n/a n/a n/a

Nb-Ti 1.0 1.3 1.0 0.19 0.25 1.0 1.0 0.42 0.08 1.0 0.71 1.0 1.5 2.0 0.05 1.0

Estimated systematic error to

difference in the averages from two labs

IT -0.62 -0.18 -0.09 0.24 0.67 0.56 -0.10 -0.02

BR -1.5 -0.72 -0.12 -0.17 -1.9 -14 n/a n/a

Nb-Ti 0.20 -0.07 -0.33 0.55 -0.05 7.3 1.7 -0.10

Difference between the lab mean

value and the ITER specification to three

times the minimum total strand variation

IT 2.1 2.2 1.6 1.9 0.4 0.5 -7.2 -7.9 1.0 0.8 2.9 2.4 1.8 3.7 0.6 0.9

BR 0.7 0.9 6.7 7.0 0.2 0.5 -11.4 -11.2 0.6 0.7 2.0 2.0 n/a n/a n/a n/a

Nb-Ti 1.8 1.3 7.6 8.7 0.9 1.0 -2.6 -3.1 0.6 1.0 5.0 4.9 3.1 3.0 1.5 1.70
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11 Discussion and recommendations

Finally, we discuss the measurements in turn and make recommendations. We focus

on the low ratios in Table 8 that highlight measurements (first and second ratio) and

strand properties (third ratio), that need work.

Among the Ic measurements, only the systematic differences between the two labs

(second ratio) for Nb–Ti are small. Given that there is no processing for Nb–Ti, we

suggest these differences originate with calibration of instruments or systematic errors in

analysis. For this and all the five measurements on Nb–Ti that have this ratio small, we

recommend exchange of strands (as per the RRR and loss measurements here), exchange

of equipment such as standard resistors, and importantly, exchange of staff.

Identifying the source of inaccurate n-value measurements is difficult remotely

because of the complexity of the measurements: n-values can be artificially increased

if the strand is grossly damaged or gas generated by resistive heating in the probes

stays in the magnet bore and insulates the strands so they heat during the E − J

transition, if the strand moves and there is premature quenching, or if the high purity

copper in the strands has been polluted by tin. Equally, n-values can be artificially

decreased if the strand is marginally damaged and there is large-scale inter-filament

current flow, or if the time-constants of the instruments used are not sufficiently short.

Since n-values are not thermodynamic properties, they are also sensitive to the ramp

rates of the current during the measurement and the history of the magnetic field. In

this work, if the effects of barrier rupture during the heat-treatment are important,

they will contribute to both the systematic and random lab errors since the two labs

heat-treat the strands independently. Given the need for HTS straps to improve the n-

values (Section 4.2) and the low first and second ratios for IT Nb3Sn strands, we propose

focusing on reducing the mechanical damage during processing-and-measurement. We

recommend better ensuring the strands do not stick to the barrels during the heat-

treatment and developing single-part standardised barrels. Such robust barrels would

also enable round-robin (transport and) measurements between different labs using

clamped electrical connections to pre-existing voltage taps and current leads, without

the need for participant labs to apply any heat to the strands.

We found large systematic changes in RRR with gas purity for IT Nb3Sn (Section

5.2), as well as a large number of small ratios in Table 8 for both IT and BR Nb3Sn.

We recommend standardising and monitoring the purity of the gas during the heat-

treatment for Nb3Sn strands (e.g. to manage outgasing). Alternatively, a cheaper option

would be to react copper wires (or perhaps some copper extracted from the strands)

together with the strands themselves and check them after reaction to verify the gas

purity. Less important, thermocouple thermometry is cheap, mechanically robust and

has well-established excellent thermal cycling reproducibility. Nevertheless, we found

significant outliers and variations in voltage-temperature calibrations of commercial

thermocouples. It would be beneficial to use thermocouples with tighter calibration

tolerances, or better still, replace the thermocouple thermometry with calibrated
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resistance thermometry and use furnaces with better homogeneity.

The first two figures of merit ratios are low for the losses measurements (Q) of both

BR and IT Nb3Sn strands. This is in contrast to the markedly larger values for the

Nb–Ti and suggests that either the brittle nature of Nb3Sn or the heat-treatment is the

primary origin of the random and systematic errors in Q. Losses in multifilamentary

Nb3Sn have a contribution from the filaments themselves but bridges between them and

the coalescing of filaments very significantly increases losses [51]. Hence, we attribute the

high ratios to these bridges being much more sensitive to processing, barrier rupture

and/or handling than the filaments themselves, and hence Q having many more low

values for these ratios than Ic. We recommend the use of a barrier to prevent the

strands from sticking to the Ti-alloy during the heat-treatment (as above for n-value),

standardised cutting of the strands to length, and better mechanical support for the

(tightly coiled) strands during the in-field magnetic measurements to increase/improve

values of the first ratio. The exchange of standard strands (e.g. Pd with the same coiled

geometry) will increase values of the second ratio.

Relatively few strands did not meet the ITER specification (i.e. have low values for

the third ratio) for the room temperature measurements. Although the strand diameter

measurements are well characterised (i.e. the sources of random and systematic errors

are known), the copper-non-copper ratio, twist pitch and plating thickness data all show

some very large unidentified sources of both systematic and random error. For example:

the minimum random lab error in Durham’s Nb–Ti (Plating thickness) data is 18 times

larger (first ratio) than the estimated random errors; the difference between the average

IT Nb3Sn (Twist pitch) data from the two labs is 9.8 times larger (second ratio) than

Durham’s estimated systematic error. Understandably, the commercial interest in the

sources of these errors is low because there are no low numbers for the third ratio, and

identifying them efficiently would require access for both sets of scientists to both labs,

to further exchange know-how, analysis and data collection.

Turning now to improving the uniformity of strand manufacture (i.e. increasing the

values of the third ratio): the RRR variability in the Nb3Sn strands most probably has

its origin in gas purity during the heat-treatment, but Ta diffusion barrier rupture in

the IT strands is another candidate explanation as a source of random and systematic

errors in the RRR values - an SEM investigation of barriers post-heat-treatment would

be instructive. Table 8 shows several intermediate (≈ 0.5) values of the third ratio,

where understanding the cross-correlation between the different types of measurements

may help achieve better strand uniformity. Figure 12 shows some of the complexity

of the information available: Figure 12 a○ shows that as the CnC ratio increases, Ic
decreases, whereas Figure 12 b○ shows there is no correlation between the CnC ratio

and the losses. We will need to consider how the manufacturing variability that changes

the CnC ratio, simultaneously affects current density in the filaments, bridging between

filaments, and say the uniformity of the filament cross-sectional areas, to explain why

CnC is correlated with Ic but not with Q. Such considerations are best addressed by

the manufacturers using their commercially sensitive know-how and some additional
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Figure 12: Cross-measurement correlations between different measurements in Durham on

the internal tin (IT Nb3Sn) strands. a○ Normalised copper-non-copper ratio versus normalised

critical current. b○ Normalised copper-non-copper ratio versus normalised hysteresis losses.

In both figures, the gradient for the best fit and for + 1 are shown.

analysis and measurements.

12 Final comments

It is standard commercial practice for strand manufacturers to measure the piece-

length ends of strands to keep a timely oversight of any potential manufacturing

problems. For those strand properties that are demanding to achieve, a fraction of

the measurements will be below specification and the manufacturer has to determine

to what degree it is due to strand variability (and the piece-length rejected) or lab

error (and remeasure another part of the piece-length end). Equally the customer will

choose to make verification measurements dependent on the cost of those measurements

and the consequences of a small fraction of strands slipping through the net below

specification. Some of our original motivation to engage with these large quantity

verification measurements was to ensure as best as possible that only those strands that

met the necessary ITER technical specifications were included in the fusion magnet
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confinement systems, to help produce some of the trained fusion scientists required -

the UK alone needs more than 3000 new research-trained fusioneers in the next 10 years

[52], and to improve verification measurements for high-field superconductors.

It has long been known that a single lab measuring strands (together with

repeat measurements) or round-robin measurements can separately identify strand

variability and lab errors. In this paper, where there are no standards materials

for the processing-and-measurements required and the processing is irreversible (with

similarities to destructive measurements), we have shown that two independent labs

measuring adjacent strands can serve as a proxy for two lab round-robin measurements

and hence identify drift, upper and lower bounds for the random and systematic lab

errors, as well as the variability of the strands. This has enabled us to identify more than

a dozen measurements (cf. Table 8) where there are significant unidentified lab errors

and conclude that improvements in the heat-treatment processing, and development of

practical standard materials, that can be processed and measured reproducibly, even to

say just 1 % (particularly for those measurements with low ratios in Table 8), would be

valuable.
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